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Abstract: Background: A great number of data mining methods have been widely made such as gene regulatory 

networks and gene set analyses to connect genes that reveal similar expression patterns. These methods 

generally fail to unveil gene-gene interactions in the same cluster. The aim of this study is to use several 

nonparametric correlation coefficient methods to transform the linear rank statistics into distance metrics 

on a Saccharomyces cerevisiae data set.  

Methods: These nonparametric correlation coefficients, Kendall’s tau index and Gini rank correlation, 

were compared with common Pearson correlation method. The reliability and advantages of our proposed 

is satisfied using genetic website, http://www.yeast genome .org/. To address the interactions and 

characterize the gene–gene biological processes explicitly, the gene relationships are shown as a Pajek 

graph topology. 

Result: The results of biological interactions and characteristics demonstrated that the proposed 

nonparametric correlation coefficient methods have a strong capability to identify interaction genes. 

Moreover, suggested techniques could accurately detect the main genes and functional interactions in 

comparison to generally used Pearson correlation coefficient.  

Conclusion: The two non-linear correlation coefficient techniques are proposed to measure the gene 

interactions more precisely. 
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1. Introduction 

 n recent years, high-throughput screening techniques 

has been analyzed the vast amount of microarray data 

(1). A large number of practical approaches have been 

done to assess the relationship between genes (2). The 

cluster and gene set analyses are the most frequent method 

in such data. A clustering algorithm group the data into 

classes or clusters with the same characteristics. The 

clustering algorithms identify groups of objects, or clusters 

that are more similar to each other than to other clusters (3). 

Also, probabilistic metric, known as hierarchical, provided 

computational analysis on microarray data (4). Although, 

clustering methods cannot identify analyze high level 

functions or molecular networks, the clustering methods do 

not take into account the relationships between genes within 

each cluster and those across different clusters (5-6). Thus, 

there is a great requirement for new algorithms for gene 

interactions and pathway-based analyses of gene expression 

data. 

I 

*Corresponding author: Hamid Alavi majd, Department of 

Biostatistics, School of Paramedical Sciences, Shahid Beheshti 

University of Medical Sciences, Tehran, Iran; Tel/Fax: 

+982122707347; E-mail: alavimajd@gmail.com     
  
 

mailto:alavimajd@gmail.com


  

This open-access article distributed under the terms of the Creative Commons Attribution NonCommercial 3.0 License 

(CC BY-NC 3.0). Downloaded from: www.jmp.iums.ac.ir 

Talebi et al 2 

A genome-wide in vivo screen for protein-protein 

interactions in the Saccharomyces cerevisiae data set has 

been applied (7-10). Moreover, some non-linear methods 

have already been made, including support vector machines 

(SVM) (11), kernel correlation model heuristics (KCH) (11, 

12), and non-linear kernel correlation coefficient (KCC) 

(13). A new multivariate dependence coefficient has been 

introduced that measures all types of dependence between 

random vectors in arbitrary dimensions (14). The 

advantages of these methods are their nonlinear and 

nonmonotone dependence. Reshef et al. (2011) presented a 

measure of dependence, which is the maximal information 

coefficient (MIC) (15). Some other techniques have been 

made to find gene interaction networks of gene expression 

data; such as Boolean networks (16), Bayesian networks 

(17) and graphical Gaussian model (6).  

The definition of measure pair-wise dependence between 

genes is so significant in gene interaction networks; 

moreover, similarity in constructing the gene networks (18, 

19). Generally, the linear similarity indices, such as the 

Pearson correlation coefficient and the Euclidean distance, 

are applied in an ad hoc procedure (20). However, when 

multiple complex gene interactions are present, the 

relationship may be nonlinear, and therefore a linear metric 

and normal distribution, such as the Pearson correlation 

coefficient, may not be accurate enough in describing the 

gene interaction relationships. As nonparametric 

correlation coefficients do not require specific distribution 

and these methods are robust to outliers, unlike Pearson's 

correlation coefficient which is sensitive to outliers, we 

used nonparametric correlation coefficients. Moreover, due 

to the large number of microarray data, linear methods are 

not able to identify the relationship between genes, so the 

mutual information criterion is known as a nonlinear and 

useful criterion for these data. In this present study, the Gini 

index and the Kendall rank correlation, known as 

nonparametric linear correlation coefficient methods, are 

first performed to find strength and direction of association 

that exists between two variables; next the matrices of 

nonparametric correlations across the microarray data are 

calculated to display the pair-wise interaction of genes. 

Then, a topological graph is made to capture the gene 

interactions using Pajek software. Furthermore, the 

reliability of their relationships is assessed by comparing 

with the Pearson correlation coefficient and also 

Saccharomyces Genome Database website related with 

gene networks (http://www.yeastgenome.org/). 

 

2. Method 

2.1. Microarray data set  

The download of Saccharomyces cerevisiae data was 

performed using the NCBI database that considered as 

chips, probes, and offspring samples [GEO: GDS1115] (13, 

21, 22). This data set comprised 113 chip expression values 

and 6229 genes; moreover, missing values of the data set 

included 27633 (3.93%) that K-nearest neighbors algorithm 

(k=10) was applied to impute the missing data (23). Our 

goal was to follow a more accurate inference extraction, 

corresponding to the underlying principle of rank 

relationships, as opposed to a common linear measure for 

the Saccharomyces cerevisiae data. Level of significance 

for statistical analysis was 0.05. The R version 3.1.2 

software was done to statistical methods, and the 

topological graph network was drawn using Pajek version 

4. 

2.2. Conception of network  

The interaction of a network was defined as a set of vertices, 

nodes, together with a set of edges, links, that connect 

various pairs of vertices. In this case, nodes reveal genes or 

proteins, and edges show interactions (1). The degree of a 

node refers to the number of edges (links) to which it is 

connected. A clique is a set of three or more vertices in 

which each vertex is directly connected to all other vertices. 

The size of a clique is the number of its vertices, and it is 

the strictest structural form of a cohesive subgroup (24-25). 

It can be inferred that stronger links between vertices 

demonstrate greater dominance where there is biological 

significance (13). The function of the node degree follows 

a descending trend or a power-law function; that is, there 

are a small number of high degree nodes (hubs), although a 

lot of nodes have only a few relationships (26). A general 

property of large networks is that their vertex relationships 

have a scale-free power-law distribution. This characteristic 

was found to be a result of two generic approaches: (i) 

networks become continuously larger by the addition of 

new vertices, and (ii) new vertices fix preferentially to 

places that are already well connected (27- 29). The power-

law function is the probability P(x) of a gene interacting 

with x other genes, which roughly decrease with increasing 

x, according to the equation: P(x) =
k

x−γ 

where, in a biological network, 2<γ<3, k is a constant. 

The following techniques were applied as nonparametric 

methods to make the gene networks. 

2.3. Correlation coefficient methods 

Pearson correlation coefficient, which assumes a linear 

relationship between two random variables, is applied to 

measure the correlation between continues variables. The 

Pearson correlation coefficient is calculated from the 

samples X= (X1,…, Xn) and Y= (Y1,…,Yn) of two 

variables (e.g. genes in genomics): 

r(X, Y) =
∑ (Xi − X̅)(Yi − Y̅)n

i=1

√∑ (Xi − X̅)2 ∑ (Yi − Y̅)2n
i=1

n
i=1

 (1) 

To test the null-hypotheses H0: ρ=0 versus H1: ρ≠0, one 

would then reject H0, when r is far from zero, through the 

quantity T which is defined as: 
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T =
r√n − 2

√1 − r2
~t(n − 2)         (2) 

As the Pearson correlation coefficient is a linear estimator, 

it is not applied to estimate a nonlinear relationship. Instead, 

we focused on measures of dependence based on ranks. 

Several nonlinear correlation coefficients are based on 

ranks. Ranks have a number of desirable properties: they 

are invariant under monotonic transformations of the 

individual variables; moreover, robust towards outliers and 

unexpected observations. They are able to discover not only 

the linear relationships, but also any kind of monotone 

relation, without making any extra assumptions on the 

distributions of variables (30). 

The Kendall’s tau, τ, between two gene vectors X= (X1,…, 

Xn) and Y= (Y1,…,Yn) for any pair of observations and are 

provided to be concordant if Xi< Xj and Yi<Yj or if Xi> Xj 

and Yi>Yj. They are called discordant, if Xi> Xj and Yi<Yj 

or if Xi< Xj and Yi>Yj. The Kendall’s tau is calculated as: 

𝑡 =
𝑐 − 𝑑

𝑐 + 𝑑
                (3) 

where c shows the number of concordant pairs and d the 

number of discordant pairs. 

The Gini index, g, between two gene vectors (X1,…, Xn) 

and Y= (Y1,…,Yn) with the respective ranks (R1,…, Rn) 

and (S1,…,Sn) is calculated as: 

𝑔 =
1

[
𝑛2

2
]

∑{|𝑅𝑖 + 𝑆𝑖 − 𝑛 − 1| − |𝑅𝑖 − 𝑆𝑖|}

𝑛

𝑖=1

          (4) 

 

2.4. Statistical methods 

The pair-wise correlation coefficients ((6229¦2)=19397106 

pair-wise) were calculated by nonparametric rank 

correlation coefficients [equations (1,3,4)] in yeast genes. 

Moreover, these methods were compared with website, 

http://www.yeastgenome.org. The pair-wise interaction 

gene networks for each method are represented graphically 

using the Pajek software. Also, R software was applied to 

statistical analysis. The nonparametric rank correlation 

coefficients and the Pearson correlation coefficient graphs 

were plotted based on a threshold of 0.8 corresponding to a 

p-value < 0.05. 

 

3. Result  

The pair-wise gene interaction network is equivalent to the 

threshold 0.8. Figure 1 represents the gene networks 

produced using the Kendall’s tau rank correlation, Gini 

index, and the Pearson correlation coefficient. As shown in 

Figure 1, the topologies of the gene networks are the same, 

with all of them having three cliques. According to Figure 

1A indicates that the Kendall’s tau rank correlation consists 

of 1066 genes in an interaction network and 6899 gene 

pairs. The Kendall’s tau interaction gene network is 

composed of 54 negative correlations and 7057 positive 

correlations. The network average degree is 12.6, and the 

node maximum degree is 91. Figure 1B demonstrates that 

the Gini index consists of 1054 genes in an interaction 

network and 5985 gene pairs. The Gini index interaction 

gene network is composed of 81 negative correlations and 

5701 positive correlations. The network average degree is 

11.4, and the node maximum degree is 66. Figure 1C, the 

Pearson correlation coefficient consists of 1136 genes in an 

interaction network and 8672 gene pairs. The Pearson 

interaction gene network is composed of 94 negative 

correlations and 8578 positive correlations. The network 

average degree is 15.27, and the node maximum degree is 

116.  

As can be seen, for nonparametric correlation coefficients, 

the network average degrees and node maximum degrees 

are less than those for the Pearson correlation coefficient, 

which indicates a high interrelationship among the genes. 

Also, all Figures show that the correlation coefficients 

consist of both positive and negative values. The number of 

negative correlations in the Pearson correlation coefficient 

is greater than in the nonparametric methods.  

The network topological characteristics are given in Table 

1, where these characteristics are explained in detail. 

Figure 2 illustrates the scatter plot of the most important 

gene pairs, where the Pearson correlation coefficient is 

smaller than the nonparametric correlations. As shown in 

Figure 2, there are noisy experimental data, and points of 

special significance, that greatly influence the p-value of the 

Pearson correlation coefficient (this topic will be examined 

in future work). On the other hand, nonparametric 

correlations are able to reveal the linear relationships quite 

well. For example, in Figure 2, YDR060W and YKL172W, 

the value of the Pearson correlation coefficient is only 0.57, 

whereas the other correlations are greater than 0.81. 

Fig. 3 displays the power-law function and regression line 

of the Pearson and the other nonparametric correlation 

coefficients for a threshold equal to 0.8. The value (γ) shows 

that the gene interaction networks of nonparametric 

Pearson             Gini index 

 

 

 

   Figure 1: The gene 

network interaction 

based on 3 cliques and 

threshold of 0.8 

        Kendall’s tau 
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correlations are similar in degree of distribution to the 

Pearson correlation coefficient, and that they are scale-free. 

Table 2 shows the nine-degree genes’ biological 

interactions and their characteristics, taken from the 

http://www.yeastgenome.org/ website. It shows that they 

are related to a certain protein component of the ribosomal 

subunit (large or small). They charge the core transcriptions 

along with the other genes, and they also have large 

interactions with other genes. Other approaches are 

introduced on the website, based on the relationships 

between genes, such as examining the chromosome 

sequence and the protein products.  

Table 3 shows the maximum nine-degree genes. 

 

4. Discussion 

A great number of gene products are recognized to treat in 

a highly modified method (20). Several non-linear 

correlation approaches are applied to identify the gene 

expression characteristics (20). In this study, various 

nonparametric methods have been performed to construct 

the gene networks in Saccharomyces cerevisiae data set. To 

address the interactions and characterize the gene–gene 

biological processes explicitly, the gene relationships are 

displayed as a graph topology. Using a yeast gene relevance 

experiment we have compared the Pearson correlation with 

the nonparametric correlation coefficients and have verified 

experimentally that the nonparametric methods behave 

more precisely. Additionally, these methods were 

compared with genetic website. The results show that the 

nonparametric methods can promote and enhance the gene 

interaction prediction accuracy quite significantly. The aim 

of the study is to identify more precise inference methods, 

equivalent to the underlying fundamentals of rank 

measures, which could be compared with other linear 

relationships in the gene expression data set. A higher 

correlation coefficients were observed in nonparametric 

methods than linear approach. These results propose that 

the nonparametric methods have strong capability in 

identifying interaction genes, and also that the proposed 

methods can discover accurately the key genes and 

functional interactions, cliques, as compared to the 

frequently used Pearson correlation.  

 
Figure 3: The gene network degree distributions. 

 

 

 

Table 1: The network topological characteristics base  

on the threshold 0.8 (p<0.05) 

Correlation 

type 

Pearson 

correlation 

Kendal’s 

tau 

Gini 

index 

Number of 

Genes 
1136 1066 1054 

Pair-wise 

Genes 
8672 6899 5985 

Clique 

Genes 
3 3 3 

Network 

average 

degree 

15.27 12.6 11.4 

Node 

maximum 

degree 

116 91 66 

c 

            Kendal:0.86 

               Gini: 0.8 

      Pearson: 0.75 

 
              Kendal: 0.83 

              Gini: 0.82 

Pearson: 0.77 

           Kendal: 0.86 
             Gini: 0.87 

  Pearson: 0.78 

Kendal: 0.86 

               Gini: 0.87 

  Pearson: 0.78 

            Kendal: 0.82 

               Gini:0.81 

      Pearson: 0.71 

 
              Kendal: 0.89 

              Gini: 0.86 

              Pearson:0.7 

           Kendal: 0.85 

             Gini:0.82 

  Pearson: 0.77 

            
Kendal: 0.81 

               Gini: 0.79 

  Pearson: 0.64 
Figure 2: Scatter plot of some significant pair genes. 
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Yu et. al have designed network maps included that several 

hundred molecular complexes with limited and binary 

interactions. Their method showed the relationship between 

YPL252C and YPL251W (20). Tarassovet. al surveyed a 

new approach that confirmed the relationship between 

YDR060W and YKL172W was 0.81. They investigated a 

Vivo map of the yeast protein interactome (20). Collins et. 

al presented a new metric for protein-protein interactions 

and find the strong relationship between YDR060W and 

YKL172W (20). Cheng et. al proposed Kernel correlation 

coefficient method to find gene-gene interactions in 

Saccharomyces cerevisiae. They revealed that proposed 

Kernel correlation coefficient measure has a strong 

capability to recognize gene interactions. The relationship 

between YJR039W and YEL069C was 0.81 (20).  

  

5. Conclusion 

It is concluded that based on biological interactions and 

characteristics, the nonparametric correlation coefficient 

methods have a strong capability to identify interaction 

genes than Pearson correlation coefficient. 
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